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Why This Rapid Assessment? 
OpenAI released model specifications on May 8, 2024, stating that it is exploring whether it 
can “responsibly provide the ability to generate NSFWi content in age-appropriate contexts 
through the API and ChatGPT.” In response to this alarming development, as well as daily 
witnessing the role artificial intelligence (AI) plays in exacerbating sexual exploitation, 
NCOSE’s Research Institute has prepared this rapid assessment, The High Stakes of AI Ethics: 
Evaluating OpenAI’s Potential Shift to “NSFW” Content and Other Concerns, to inform OpenAI, 
other tech sector leaders, technology ethicists, and others about the perils of this reckless 
shift of direction and to raise other concerns.  
 

OpenAI’s Mission and Commitments 
OpenAI’s stated mission is “to ensure that artificial general intelligence benefits all of hu-
manity.”1 The company has also stated that it works to “make artificial general intelligence 
(AGI) aligned with human values and human intent,”2 and formed a “Superalignment” 
team,ii whose purpose was to develop “scientific and technical breakthroughs to steer and 
control AI systems much smarter than us.”3 OpenAI participated in the AI Seoul Summit, 
where it pledged to publish safety frameworks setting out how it will measure the risk of 
its models, and disable them when risks are severe and “intolerable.”4 Additionally, OpenAI 
publicly committed to principles outlined in Safety by Design for Generative AI: Preventing 
Child Sexual Abuse created by the advocacy organizations Thorn and All Tech is Human.5  
 

OpenAI’s May 8, 2024, “Model Spec” 
Despite its mission and commitments, on May 8, 2024, OpenAI released a “Model Spec” 
document in which OpenAI shockingly signaled that it is exploring changes to its current 
“Don’t respond with NSFW content” rule.6  Specifically, they stated: “We believe developers 
and users should have the flexibility to use our services as they see fit, so long as they comply 
with our usage policies. We’re exploring whether we can responsibly provide the ability to 
generate NSFW content in age-appropriate contexts through the API and ChatGPT.” (emphasis 
added)  
 

 
i NSFW or “not safe for work” is a term used to refer to online material that is deemed unsuitable for viewing in a 

work environment. The term is often used to refer to sexually explicit material such as nudity or hardcore 

pornography, but may also include racist, vulgar, or violent material. 
ii As we were in the process of writing this rapid assessment, both leaders of this team, Ilya Sutskever and Jan 
Leike, resigned from OpenAI and OpenAI disbanded its Superalignment team.  
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The Promise and the Peril of AIiii 
The National Center on Sexual Exploitation recognizes the incredible promise of AGI and the 
contributions of OpenAI to this rapidly developing field. OpenAI’s technology will help solve 
some of the most pressing issues the world faces today and could help solve problems related 
to sexual exploitation—if it so chooses.  
 
However, it is impossible to ignore the catastrophic impact caused by the misuse of AI tools 
in the realm of sexual exploitation. We cannot sugarcoat the reality: the misuse of AI tools has 
unleashed massive sexual harm, impacting thousands who will suffer the consequences for 
their entire lives. OpenAI’s proposed “NSFW” rule change, partnership with Reddit, and 
its lack of transparency regarding its pre-training and training datasets are poised to 
further these harms. 
 
Yet, time remains for OpenAI to change course and prioritize safety. OpenAI itself has 
expressed a desire for AGI to benefit humanity and “to understand user and societal 
expectations for AGI models.”7 Accordingly, the National Center on Sexual Exploitation 
(NCOSE) submits this rapid assessment to OpenAI in the hope that it, as well as other AI 
industry leaders, will take immediate and tireless action to mitigate the risks of adding 
further to the wave of AI-related sexual exploitation even now unfolding through the misuse 
of AI. 
 
The NCOSE Research Institute’s rapid assessment outlines three areas of major concern with 
OpenAI’s practices:  
 

1) lack of dataset transparency and the very likely unethical inclusion of sexually 
explicit material in its pre-training and training datasets  

2) perils of OpenAI’s partnership with Reddit due to Reddit’s data being riddled 
with sexually explicit, as well as sexual exploitation material 

3) threats of harm posed by OpenAI’s potential “NSFW” rule change pertaining to 
the generation of sexually explicit material/hardcore pornography.  
 
 
 
 
 
 
 
 
 
 

 
iii The phrase “promise and peril” used in reference to AI is derived from The White House “Executive Order 
on the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence,” (October 30, 2023), 
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-
safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/.  

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
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PART I: 
LACK OF TRANSPARENCY & UNETHICAL 

INCLUSION OF SEXUALLY EXPLICIT 
MATERIAL IN DATASETS  

 

1.OpenAI’s Lack of Training Dataset Transparency, 
Concerns Regarding CLIP & DALL-E, and Unethical 
Dataset Content 
The sources of OpenAI’s training datasets are undisclosed.8 This ambiguity, coupled with 
the sheer volume of images required for creating foundation models, makes it highly 
likely that images already within its pre-training and training datasets contain 
nonconsensual and illegal material.  
 
Illustrating this probability, Prabhu and Birhane9 found verifiable voyeuristic,  
pornography of individuals, mostly women, in their analysis of images contained in 
ImageNet,iv which is purportedly “one of the most widely used datasets in machine 
learning.”10 Even more disconcerting, they were able to “easily map the victims, most of 
whom are women, in the pictures to ‘real-world’ identities of people belonging to a 
myriad of backgrounds including teachers, medical professionals, and academic 
professors using reverse image search engines. . . .”11 Thus, ImageNet violated the consent 
and privacy of these individuals, and thereby utilized unethical content—content that 
violates basic principles for the protection of human subjects in research.v Models that 
train on ImageNet are abuse-trained.  

 
Given ImageNet’s prominent place in the historical development of AGI and the rush to 
release AGI models by developers despite the lack of strong governing principles 

 
iv We use ImageNet as an illustration of an early and very influential dataset that was corrupted by unethical 
material. The extent to which OpenAI has used or borrowed from ImageNet in the development of its AGI is 
not publicly known.  
v For an articulation of these principles see: The National Commission for the Protection of Human Subjects of 
Biomedical and Behavioral Research, The Belmont Report. Ethical Principles and Guidelines for the Protection 
of Human Subjects of Research,  (Washington, DC: U.S. Department of Health, Education, and Welfare, 1978), 
https://www.hhs.gov/ohrp/sites/default/files/the-belmont-report-508c_FINAL.pdf (accessed May 15, 
2024).  
 

https://www.hhs.gov/ohrp/sites/default/files/the-belmont-report-508c_FINAL.pdf
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regarding its development, NCOSE has strong reason to be concerned about the material 
in the datasets used to pre-train and train OpenAI’s models.   
 
OpenAI reports that its DALL-E 2 was trained using a dataset of hundreds of millions of 
text-image pairs filtered to exclude violent and sexual images,12 or what OpenAI has 
called “the most explicit content.”13  While we fully endorse the exclusion of violent 
and sexually explicit images from DALL-E (and other models) training datasets, 
NCOSE has multiple concerns. For instance, there is a lack of transparency about how 
OpenAI defines “the most explicit content.” Does “the most explicit content” encompass 
sexualized but not “explicit” images of children, hardcore pornography, violent sex acts 
(e.g., hair pulling, slapping, punching, strangulation, electric shocking, torture), racism 
themed-pornography, etcetera? Further, who or what at OpenAI makes the 
determination of what constitutes “the most explicit content”?   
 
Of further concern, in its evaluation of DALL-E 2, Common Sense Media reported that 
attempts to filter sexually explicit material from DALL-E’s pre-training data resulted in a 
reduction in the frequency of the keyword “woman” by 14%, whereas the explicit content 
filter only reduced the frequency of the keyword “man” by 6%. As they observed, “In 
other words, OpenAI’s attempts to remove explicit material removed enough content 
representing women that the resulting data set was significantly overrepresented by 
men. This offers perspective on how many images on the internet contain sexual content 
of women.”14 Indeed, it does. Please see the discussion beginning on page 10 for more on 
the profusion of pornography on the Internet. 
 
Moreover, problems regarding the representation of women by AI models derive not 
only from the potential exclusion of women from datasets, but from the fact that sexually 
explicit data remaining in datasets alters the way in which AI learns to “see” women and 
thus portray them in text-to-image generative-AI. As Common Sense Media’s review of 
DALL-E further noted:  

 
DALL-E continues to demonstrate a tendency toward objectification and 
sexualization. This is especially the case with inappropriate sexualized 
representations of women and girls, even with prompts seeking images of 
women professionals. This perpetuates harmful stereotypes, unfair bias, 
unrealistic ideals of women's beauty and “sexiness,” and incorrect beliefs 
around intimacy for humans of all genders.15 

 
Birhane, Prabhu, and Kahembwe elaborate on the problems with the content and 
curation of datasets on which machine learning models are trained, saying: 

 
The rise of these gargantuan datasets has given rise to formidable bodies of 
critical work that has called for caution while generating these large datasets. 
These address concerns surrounding the dubious curation practices used to 
generate these datasets, the sordid quality of alt-text data available on the world 
wide web, the problematic content of the CommonCrawl dataset often used as a 
source for training large language models, and the entrenched biases in large-
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scale visio-linguistic models (such as OpenAI’s CLIP model) trained on opaque 
datasets (WebImageText). In the backdrop of these specific calls of caution, we 
examine the recently released LAION-400M dataset, which is a CLIP-filtered 
dataset of Image-Alt-text pairs parsed from the Common-Crawl dataset. We 
found that the dataset contains, troublesome and explicit images and text 
pairs of rape, pornography, malign stereotypes, racist and ethnic slurs, and 
other extremely problematic content.16 (bold emphasis added) 

 
It is extremely disconcerting that OpenAI’s CLIP neural network, used to help create 
LAION-400M dataset, resulted in the inclusion of metadata of rape, pornography, and 
other “extremely problematic content” within LAION-400M. How could this be unless 
CLIP itself fails to adequately filter such material? Because of the apparent failure of 
OpenAI’s CLIP to adequately filter LAION-400M (as well as LAION-5B to be discussed 
shortly), and DALL-E’s poor performance with respect to its generation of images 
depicting women, we cannot merely “trust” that OpenAI training data is free of sexually 
abusive and exploitative material. OpenAI must provide evidence that its data training 
sets are free of sexual abuse and exploitation material.   
 

A. Rape Is a Crime, Not “Training Material” 
 Since rape material was identified in the CLIP-filtered LAION-400M data set, we 

wish to point out that rape is “penetration, no matter how slight, of the vagina 
or anus with any body part or object, or oral penetration by a sex organ of 
another person, without the consent of the victim” and is illegal.17 Images or 
recordings of rape, incidents of severe physical, psychological, and sexual 
trauma, forever memorialize moments of terrifying sexual violence, and their 
distribution online amplifies this violence by rendering someone’s experience 
of sexual violation into masturbatory material for a global audience. Inclusion of 
such material (or its metadata) in any OpenAI datasets and/or models, or failure 
by OpenAI tools to filter out all such material, violates the most basic precepts 
of human rights and dignity. Any inclusion of images or videos depicting rape, 
an innately violative sexual act, in pre-training or training datasets is inherently 
unethical.  

  
The potential use of AGI to generate material depicting rape or sexual violence 
is, likewise, unconscionable. AI-generated material depicting rape, even though 
it uses representations of human beings, not depictions of actual humans, 
nevertheless perpetuates harmful societal norms and attitudes toward sexual 
violence.  
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B. The Impact of Hardcore Pornography and CSAMvi on Datasets 
Likewise, large-scale datasets, such as those derived from the Common Crawl, 
have been shown to include sexually explicit content.18 Luccioni and Viviano 
note that even a small percentage of such content can have major consequences, 
explaining:  

 
. . . the type of language and content contained on adult websites can have 
harmful repercussions. For instance, the prevalence of sexual violence 
towards women, especially towards women of color, on adult websites 
(Foubert et al., 2019; Shim et al., 2015; Fritz et al., 2020) may contribute 
to further dissemination and amplification of these biases in 
downstream models. As modern language models have no way to 
evaluate generation appropriateness, models trained with even a 
small proportion of these undesirable inputs cannot be guaranteed 
to avoid generating outputs with similar biases if presented with a 
specific context or prompt. This is a risk that is important to mitigate 
in applications, where the general-purpose language models can end up 
being used in applications used by sensitive groups in professional 
contexts or minors, such as chatbots and toys.19 (emphasis added) 

 
We note, too, that LAION-5B, which supplanted LAION-400M, was also CLIP-
filtered.20 An analysis by Daniel Thiel of the Stanford Internet Observatory 
confirmed that, nevertheless, LAION-5B was trained on “a wide array of 
content, both explicit and otherwise,”21 and that “CSAM was identifiably 
present in the dataset.”22 The report also contained this alarming statement: 

 
We find that having possession of a LAION-5B dataset populated even in 
late 2023 implies the possession of thousands of illegal images—not 
including all of the intimate imagery published and gathered non-
consensually, the legality of which is more variable by jurisdiction.23 
(emphasis added) 

 
Given the serious ethical and legal deficiencies, especially as pertains to matters 
of child sexual abuse material and nonconsensually distributed sexually explicit 
material of adults (also known as image-based sexual abuse (IBSA))vii, 

 
vi Child sexual abuse material or CSAM is the preferred term for what is legally called “child pornography.” 
vii The National Center on Sexual Exploitation defines image-based sexual abuse as the sexual violation of a 
person committed through the abuse, exploitation, or weaponization of any image depicting the person. An 
“image” is any visual depiction or representation of a person—including but not limited to materials such as 
photographs, videos, edited/altered images, or personal representations in virtual reality or online gaming. 
IBSA encompasses a wide range of abusive activities including the creation, theft, extortion, threatened or 
actual distribution, or any use of images for sexual purposes without the meaningful consent of the person/s 
depicted or for purposes of sexual exploitation. It also includes sexual violence or harassment committed 
towards a person’s representation (e.g., a person’s avatar) in virtual reality or online gaming.  
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manifested with ImageNet, CLIP, LAION-400M, LAION-5B, and the Common 
Crawl, greater transparency into the datasets created and/or used by AGI 
creators, and how they are curated, is imperative. While it is encouraging that a 
news report indicates that DALL-E does not train on any LAION dataset,24 
OpenAI’s CLIP was used to filter both the LAION 400-M and 5B releases, 
thus OpenAI is in part responsible for the LAION datasets, which are laden 
with extremely problematic—including illegal material—and which are in 
wide use by the AI-development community.  
 
The consequences of this failure within the AGI development community are 
devasting, and as has been noted elsewhere, “We are now faced with the 
[mammoth] task of trying to mitigate the material present in extant 
training sets and tainted models. . . .”25  
 
OpenAI must take accountability for its role in this failure and develop 
robust measures to ensure that mistakes of such import and magnitude 
are not repeated.   

 

2. The Massive Problem of Nonconsensually Distributed 
Sexually Explicit Material of Adults on the Surface Web 
and Its Implications for Pre-training and Training 
Datasets 
There is no means by which image dataset creators can authenticate the meaningful 
consent of adults depicted in sexually explicit material presently on the Internet on a scale 
that matches the datasets themselves. “Meaningful consent” means the documented, 
informed consent of all persons depicted in sexually explicit content, for each discreet 
image or recording, before the creation and dissemination of such content, and the right 
of persons depicted to withdraw consent and remove sexually explicit content at any 
time thereafter. Any use of a dataset that incorporates sexually explicit material without 
meaningful consent is unethical.  

 

A. Nonconsensually Distributed Sexually Explicit Material Exists 
Widely on the Surface Web  
The nonconsensual distribution of sexually explicit material, otherwise known as 
image-based sexual abuse, is an entrenched problem on the Internet, with such 
content being widely and readily available on the surface web and intermixed 
with commercially produced pornography.26 This problem was largely created by 
pornography tube sites like Pornhub and XVideos, which, for more than a decade, 
allowed anonymous user-generated content to be uploaded to and downloaded 
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from their websites.27 Some of this user-generated material included forms of 
IBSA such as recorded sexual violence (e.g., recordings of sexual assault, sexual 
assaults of women while drugged or intoxicated, the rape of sex trafficking 
victims), video voyeurism,viii and sexually explicit material that was 
nonconsensually uploaded by former romantic partners, third-parties, or which 
was obtained via hacking. Illustrating the perniciousness of the problem, in 
December 2020, Pornhub removed 10.6 million videos uploaded by unverified 
users, or roughly 80% of its content,ix after an expose in The New York Times 
revealed that the site was riddled with CSAM and IBSA material.28 The mass 
trafficking of image-based sexual abuse material enabled by the unverified 
user uploads and downloads on “mainstream” pornography platforms with 
billions of monthly users resulted in IBSAs proliferation on the surface web.  
 
The harms to those who have experienced this form of victimization are wide 
ranging and enduring. In a report following an investigation into Pornhub and its 
parent company MindGeek (now Aylo) conducted by a committee of the Canadian 
Parliament, the lawmakers reported: 
 

. . . survivors shared the trauma of having abusive images of them uploaded 
online without their knowledge or consent—many of which depicted 
activities undertaken or recorded without their consent, or both. Some 
explained how the upload of their images revictimized them; it allowed 
pornography sites to profit from their violation and allowed viewers to 
take pleasure in, comment on, download and re-upload that experience. In 
addition, most survivors spoke of having their identifying information 
posted online, being bullied, harassed, or followed in person by their 
abusers and other people who had seen them online. Many explained that 
they had developed mental and physical illnesses that prevented 
them from functioning in their daily lives, and most had considered 
or attempted suicide.29 

 
We raise this matter because crawls or scrapes of images from the web are 
very likely—if not guaranteed—to incorporate CSAM and IBSA material, 
material that mainstream pornography companies allow to metastasize on their 
platforms. Neither humans nor machines can, with complete accuracy, distinguish 
between the two—especially since some nonconsensually distributed sexually 
explicit material is initially created consensually. As noted above, such material 
has already been found in large-scale datasets used for AGI model training 
undermining the ethical integrity of the datasets and the AGI they are used to 
create.  

 
viii The National Center on Sexual Exploitation defines video voyeurism as the surreptitious recording of 
images or videos of clothed people while engaged in public activities in order to obtain images of their private 
body parts (e.g., “down blousing,” and “upskirting”) or the recording of persons engaged in private activities 
(e.g., changing clothes, using the toilet or showering, having sex in private) without their knowledge. 
ix We do not assert that all 10.6 million videos were CSAM or IBSA but report this figure to demonstrate the 
overwhelming presence of unverified material on Pornhub’s platform at that time.  
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The incorporation of CSAM and/or IBSA into AGI training datasets not only 
further exploits those victimized by it but also turns their sexual abuse and 
exploitation into “neural learning” for machines. This is unconscionable.   

 

B. Some Pornography Features Children and/or Adults Victimized by 
Sex Trafficking—Even on “Mainstream” Pornography Sites 
“Women, men, girls, and boys are sex trafficked for the production of 
pornography.”30 Illustrating this point, the operators of Girls Do Porn and Czech 
Casting, two “verified” Pornhub content partners, were arrested or convicted on 
charges of sex trafficking,31 and in 2023 Aylo Holdings (Pornhub’s parent 
company) admitted to federal prosecutors that it profited from sex trafficking.32 
This further illustrates the futility of attempting to classify sexually explicit 
material into that which is acceptable for AGI training and that which is not. 
Without knowing the person depicted and possessing information about their 
personal history and current circumstances, one cannot merely look at 
pornography and know whether or not the individual pictured has been exploited 
by sex traffickers. This holds true for pornography depicting adults writ large.  

 
Further we note with horror that, “Images of sex trafficked women have been 
harvested from pornography sites and used to create so-called ‘artificial’ 
pornography.”33 Journalists discovered that both Girls Do Porn and Czech Casting 
material is in a dataset being used to create AI-generated (i.e., “deepfake”) 
pornography. 34 We presume that this dataset has not been used by OpenAI, but 
we point out this case to demonstrate the highly sexually exploitative purposes 
for which AI is already being employed. It also further evidences the highly 
exploitative nature of pornography production and the impossibility of discerning 
which pornography was made with exploitation and which was not.x  
 

C. Commercially Produced Material is Protected by Copyright 
In addition to the range of concerns about violations of copyright that overshadow 
the development of AGI, OpenAI should be aware that commercially produced 
pornography is protected by the Digital Millennium Copyright Act (DMCA) of 
1998.  NCOSE also alerts OpenAI to the fact that pornography tube sites, from their 
very inception in 2007, have depended on large amounts of pirated pornography. 
One journalist put it this way, “Porn doesn’t suffer from a piracy problem . . . it 
actively relies upon it.”35 The issue continues to plague those creating 

 
x It is important to note that even those who are not engaged in pornography production due to means of force, 
fraud, and coercion, are still subject to sexual abuse and exploitation. For instance, see Meghan Donevan, “‘In 
This Industry, You’re No Longer Human’: An Exploratory Study of Women’s Experiences in Pornography 
Production in Sweden,” Dignity: A Journal of Analysis of Exploitation and Violence 6, no 3 (2021): 
https://digitalcommons.uri.edu/cgi/viewcontent.cgi?article=1271&context=dignity.  

https://digitalcommons.uri.edu/cgi/viewcontent.cgi?article=1271&context=dignity
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pornography today. For instance, subscribers of OnlyFans are notorious for 
ripping the content pornography performers monetize there and distributing it 
on other platforms. A Motherboard investigation into the issue “uncovered an 
entire supply chain of people stealing” performers’ content “using scraping 
programs, without permission, in some cases by the hundreds of terabytes, and 
distributing it on other adult sites or selling scraping services through Discord.”36 
Thus, the odds are exceedingly likely that at least some of the hardcore 
pornography currently within some data training sets is pirated material.    
 
Nonauthorized use of commercially produced pornography not only violates the 
DMCA, but also violates the rights of pornography performers to meaningful, 
informed consent about how their material will be used. Agreeing to perform 
sex acts via information communications technology for compensation is 
not the same as agreeing to perform sex acts to train the neural networks 
that form AGI models—models from which OpenAI and its shareholders will 
exponentially profit. The use of commercially produced content without 
meaningful informed consent in any pre-training or training datasets for AGI is a 
blatant violation of the rights of pornography performers.   

 

D. Lack of Age Verification 
The technological capacity to age-gate minors’ access to age-restricted material 
utilizing facial age estimation has improved.37 However, machines will not be able 
to ethically verify the age of persons in sexually explicit images, because to do so 
would require the positive identification of every person in every image, that is, 
facial recognition. The point is that the utilization of sexually explicit material of 
adults obtained via large Internet crawls or scrapes for use in pre-training or 
training datasets cannot be ethically undertaken. To do so requires the 
meaningful consent of those depicted, yet meaningful consent cannot be 
obtained for the process of positively identifying those depicted, as it cannot 
be obtained in advance of that process being undertaken. (In contrast, 
hashing has enabled the identification of known CSAM material without the risk 
of facial recognition and should also be utilized to also classify known AI-CSAM,xi 
IBSA, and AI-IBSA.xii) 

 
In light of the above concerns, it is patently obvious that the ethical inclusion of sexually 
explicit material depicting adults obtained via web crawls or scrapes in the pre-training 
or training datasets for AGI is an impossibility.  

 
xi The National Center on Sexual Exploitation utilizes the term AI-CSAM to refer to images or videos depicting 
the sexual abuse of children created by any generative-AI or AI-related technologies such as machine 
learning, deep learning, neural networks, computer vision, etc.  
xii Likewise, the National Center on Sexual Exploitation uses the term AI-IBSA to refer to images or videos 
depicting any form of image-based sexual abuse created by any generative-AI or AI-related technologies such 
as machine learning, deep learning, neural networks, etc.  
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PART II: THE PERILS OF  
PARTNERSHIP WITH REDDIT 

 

1. Reddit’s Dirty Dozen List Membership 
We are deeply concerned by OpenAI’s recent partnership with Reddit.38 Reddit is a member 
of The Dirty Dozen List 2024, a list of major contributors to sexual exploitation 
published annually by the National Center on Sexual Exploitation.39 As reported earlier 
this year, Reddit “is a hub of image-based sexual abuse, hardcore pornography, 
prostitution—which very likely includes sex trafficking—and overt cases of child sexual 
exploitation and child sexual abuse material.”40 Reddit has been a member of The Dirty 
Dozen List every year since 2021.  
 

2. Reddit’s Data Riddled with Sexual Exploitation Material 
The appeal of Reddit’s data as a source of data for ChatGPT is understandably tantalizing, 
given its 1 billion cumulative posts and 73 million average daily unique visitors.41 However 
that data is riddled with sexually explicit and exploitative content. NCOSE has 
previously notified Reddit of this concern, writing to their executives with alarm regarding 
their partnership with Google to train its AI models, explaining, “. . . without stringent 
safeguards to filter out image-based sexual abuse and CSAM, the potential for Google’s AI 
models to be trained on the pervasive amount of sexually exploitative and potentially illegal 
material on Reddit is much too high.”42 OpenAI’s partnership with Reddit to train models 
like ChatGPT is at high risk of replicating errors like those of Stable Diffusion’s LAION-
5b image-text model.  
 
The evidence of sexually explicit, as well as sexual exploitation material on Reddit’s 
platform has been well documented elsewhere. Please see Appendix A to view NCOSE’s 
2024 letter to Reddit for a full elucidation of those concerns.   
 
AI training on Reddit data without very robust filtering will result in an abuse-trained 
model.  
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PART III: 
“NSFW” PROPOSED RULE CHANGE 
 

1. Failure to Define “NSFW” 
As currently formulated, OpenAI’s rule “Don’t respond with NSFW content” uses the 
acronym “NSFW” for “not safe for work”—a slang term we assume you use to refer to 
sexually explicit material depicting adults,xiii as well as other subject matter unsuitable 
for professional and other settings (e.g., racial slurs, gore, profanity, sexual violence, etc.). 
The use of slang terminology like NSFW to refer to the serious subject of what kind of 
material OpenAI will empower its users to create belittles the gravity of the issues 
involved. Hardcore pornography (obscenity), as well as subjects like racism, extreme 
violence, and sexual violence, are not trivial matters but are social issues that deeply 
impact the health and well-being of our world. Such vagary also creates confusion for 
OpenAI users. What precisely is meant by “NSFW” is open to debate as OpenAI’s 
Universal Policies43 provide no explanation.  
 
Therefore, NCOSE requests that OpenAI invest considerable time and thought in defining 
types of currently violative “NSFW” content and making those definitions publicly 
available so that users can better understand the parameters of appropriate use of 
OpenAI tools.  
 

2. OpenAI’s Current Usage Policy and “NSFW” Rule 
Change Proposal Reflect a Naïve View of Corporate 
Actors and User Capacity for Abuse of AGI  
OpenAI’s proposed rule change in its May 8 “Model Spec” document pertaining to “NSFW” 
material states, “We believe developers and users should have the flexibility to use our 
services as they see fit, so long as they comply with our usage policies.” (emphasis added) 
 
Such an attitude is naïve at best and an open invitation to abuse at worst.  
 

 
xiii 18 U.S. Code § 2256 defines “sexually explicit conduct” as “actual or simulated (i) sexual intercourse, 
including genital-genital, anal-genital, or oral-anal, whether between persons of the same or opposite sex; (ii) 
bestiality; (iii) masturbation; (iv) sadistic or masochistic abuse; or (v) lascivious exhibition of the anus, 
genitals, or pubic area of any person. See https://www.law.cornell.edu/uscode/text/18/2256. In this 
document we use the terms “sexually explicit” and “hardcore pornography” interchangeably.  

https://www.law.cornell.edu/uscode/text/18/2256
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To begin, the tech industry’s track record regarding monitoring and enforcement of its 
usage policies has categorically and unquestionably demonstrated that neither they nor 
their users respect “terms of use.” Perhaps OpenAI is unaware of the January 31, 2024, 
Senate Judiciary Hearing at which executives of Discord, Meta, Snapchat, TikTok, and X 
were “called on the carpet” for their companies’ abject failures to enforce their own 
policies and to keep their users safe from those who utilize their systems for purposes 
including sexual harassment and criminal forms of sexual exploitation.44  Time and time 
again, NCOSE and others have documented that technology companies like Apple,45 
Cloudflare,46 Discord,47 Meta,48 Microsoft’s GitHub,49 Reddit,50 X,51 and others have 
shown that they are unwilling to enforce their own policies and to prioritize the safety 
and wellbeing of their users. 
 
Considering the abysmal track record of OpenAI’s industry peers, NCOSE has little faith 
that OpenAI’s commitment to enforcing its “usage policies” is greater than its 
commitment to industry share and financial gain. NCOSE will be overjoyed if OpenAI 
proves us wrong. To do so, addressing gaps and the lack of clarity and forcefulness in its 
current Usage Policy must be an OpenAI priority.      
 

A. Problems with OpenAI’s Current Usage Policy 
At present, Open AI’s Usage Policy lacks forcefulness and clarity in multiple 
respects. 

 
I. We have already pointed out its lack of specificity regarding the definition of 

so-called “NSFW” material. 
 

II. OpenAI’s “Universal Policies” currently state, “To maximize innovation and 
creativity, we believe you should have the flexibility to use our services as 
you see fit, so long as you comply with the law and don’t harm yourself or 
others”52 (emphasis added). From the outset OpenAI signals that it places 
“innovation and creativity” on par with safety when safety must take 
precedence.  

 
Its own former and current employees share a similar concern.  

 
Jan Leike, former Head of Alignment at OpenAI, stated:  

 
▪ “. . . over the past years, safety culture and processes have taken a 

backseat to shiny products.”53 
 

▪ “Over the past few months my team has been sailing against the 
wind.”54 
 

▪ “I joined because I thought OpenAI would be the best place in the 
world to do this research. However, I have been disagreeing with 
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OpenAI leadership about the company’s core priorities for quite 
some time, until we finally reached a breaking point.”55 

 
Daniel Kokotajlo, former researcher, governance division, OpenAI, 
commented: 

 
▪ “OpenAI is really excited about building A.G.I., and they are 

recklessly racing to be the first there.”56 
 

▪ The world isn’t ready, and we aren’t ready. . . . And I’m concerned 
we are rushing forward regardless and rationalizing our actions.” 

 
William Saunders, a former research engineer at OpenAI, said, “When I 
signed up for OpenAI, I did not sign up for this attitude of ‘Let’s put things 
out into the world and see what happens and fix them afterward.’”57  
 
Further, 11 former and current OpenAI employees have signed an open 
letter to “frontier AI companies” such as OpenAI, decrying the risks that AI 
systems pose to humanity.58 That 11 former and current members of 
OpenAI felt it necessary to publicly express their concern about its 
deficient safety practices is the billowing smoke that signals a flaming 
failure at OpenAI to prioritize safety.  

 
III. OpenAI’s guidance to “Comply with applicable laws”59 falls short. If it is legal 

to create CSAM, AI-CSAM, IBSA, or AI-IBSA in a particular country, what 
then? For instance, creators of AI-CSAM are using a social media platform in 
Japan precisely because sexualized cartoons and drawings of children are 
not illegal there.60   
 

IV. OpenAI’s guidance to “Don’t use our service to harm yourself or others” 
provides only examples involving physical harm to others, such as 
encouraging self-harm, developing or use of weapons, or injuring others. 
Notably omitted from this list is sexual violence. Additionally, harm to 
others, especially where the technology-related abuses of IBSA and AI-IBSA 
are involved, frequently includes psychological harms such as depression 
and anxiety that result from damage to one’s relationships and reputation, 
as well as relentless public shaming and sexual harassment from the 
misappropriation of one’s likeness. The language here should be 
broadened to incorporate these concerns.  
 

V. Item 3 of OpenAI’s Usage Policy advises:  “Don’t repurpose or distribute 
output from our services to harm others – for example, don’t share output 
from our services to defraud, scam, spam, mislead, bully, harass, defame, 
discriminate based on protected attributes, sexualize children, or promote 
violence, hatred or the suffering of others.”61 This section of its policy is 
stronger than most, yet NCOSE notes that there is no explicit reference 
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restricting the distribution of material depicting sexual violence 
broadly or the distribution of AI-generated-IBSA  (AI-IBSA) in 
particular.   
 

VI. In the current iteration of “Building with the OpenAI API Platform” and 
“Building with Chat GPT” subsections of OpenAI’s Usage Policy, neither 
expressly prohibits the generation of AI-sexual violence or AI-IBSA. 
Such prohibitions should also be added to OpenAI’s “Universal Policies.” 
 

VII. NCOSE commends OpenAI’s prohibition on the repurposing or distribution of 
output that sexualizes children. However, this must be extended to a 
universal policy that prohibits the generation of output that sexualizes 
children, not merely its repurposing or distribution.  
 

VIII. NCOSE also commends OpenAI’s “Building with the OpenAI API Platform” 
and “Building with Chat GPT” policies, which prohibit the building of tools 
that may be inappropriate for children, such as sexually explicit or 
suggestive content. This provision alone should nullify OpenAI’s proposal to 
remove restrictions on so-called NSFW material. 
 

IX. Additionally, NCOSE observes that absent from “OpenAI’s Approach to 
Frontier Risk” is any mention of the sexual harm associated with AGI. 
OpenAI’s “Preparedness Framework” recognizes risks in areas such as 
“cybersecurity, persuasion, chemical and biological threats, and 
autonomy.”62 While this framework was created to address the range of risks 
that were to be considered at the AI Safety Summit, yet, nowhere is there 
any recognition of the ongoing sexual exploitation that has arisen from AI or 
of the urgent need to stop it. This signals to us that OpenAI and other AI 
sector leaders are trapped in thought bubbles that exclude awareness 
of, sensitivity to, and concern for issues related to sexual abuse, 
violence, and exploitation. This situation must be rectified with haste.  
All preparedness frameworks must address sexual abuse, violence, and 
exploitation.   

 

B. The Current Impact of AI on Sexual Exploitation 
Furthermore, irresponsible developers and other individuals have set scruples 
aside and released a wave of AI-empowered tools that are wreaking havoc in 
society and causing irreparable damage. Evidence abounds of the reckless and 
nefarious uses to which AI is already being employed.  

 
I. Chatbots: Uncensored and loosely moderated AI chatbots have 

disseminated misinformation, provided advice on how to commit suicide,63, 
and given instructions to a researcher posing as a 13-year-old girl on how to 
have sex with a 31-year-old man. 64 ChatGPT has been manipulated by 
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online communities on Reddit to respond to sexually explicit prompts and 
create what one journalist called “wildly explicit smut.”65 In fact, 
researchers have identified 78 “jailbreak” prompts circulated for the 
very purpose of circumventing ChatGPT’s safety and moderation 
features.66  
 
However, as OpenAI must be aware, ChatGPT can produce alarming results 
with no outside manipulation. For instance, it invented a story about a law 
professor, claiming that he had sexually harassed someone, and “cited” a 
non-existent article from The Washington Post as evidence.67 This, sadly, is 
not an isolated incident. ChatGPT has made up false and defamatory 
information on several other occasions.68 
 
Additionally, Australian eSafety Commissioner Julie Inman Grant has 
expressed concern that predators will create chatbots for the purpose of 
automating “child grooming at scale.”69 
 

II. Nudify apps: Nudify apps that strip people—overwhelming women and 
girls—of their clothes have spawned like a plague. Research has revealed 
that 34 providers of nudifying technology received more than 24 million 
unique visitors to their websites during the month of September 2023.70 
Further, “the volume of referral link spam for these services has increased 
by more than 2,000% on platforms including Reddit and X since the 
beginning of 2023,” and in September of 2023, there were at least 1 million 
users of 52 Telegram groups used to create AI-IBSA.71 As journalist Nicolas 
Kristof has documented, some of the videos being “created are graphic 
and sometimes sadistic, depicting women tied up as they are raped or 
urinated on, for example. One site offers categories including ‘rape’ 
(472 items), ‘crying’ (655) and ‘degradation’ (822).”72 Kristof also found 
one deepfake website that displays the official portrait of a female member 
of Congress, as well as 28 fake sex videos of her.73 Add to this the crisis being 
faced by school districts across the US and elsewhere, as boys discover and 
use AI-powered apps to transform clothed pictures of their female 
classmates into nude images.74  
 

III. AI-generated Sexualized Images of Children: AI-generated images of 
sexualized children are flooding social media apps like TikTok and 
Instagram. The material has been described this way: 

 
The girls in the photos on TikTok and Instagram look like they could 
be five or six years old. On the older end, not quite thirteen. 

 
They’re pictured in lace and leather, bikinis and crop tops. They’re 
dressed suggestively as nurses, superheroes, ballerinas and French 
maids. Some wear bunny ears or devil horns; others, pigtails and 
oversized glasses. They’re black, white and Asian, blondes, redheads 



20 
 

and brunettes. They were all made with AI, and they’ve become 
magnets for the attention of a troubling audience on some of the 
biggest social media apps in the world—older men.75 

 
 The proliferation of this kind of material further normalizes the 

sexualization of children. Forums where it is traded share instructions on 
how to generate similar material and serve as gateways to CSAM.76  

 
IV. AI-Generated CSAM: Underground CSAM trading networks are 

disseminating AI-generated CSAM. The Internet Watch Foundation (IWF) 
reported in 2023 that one forum posted more than 20,000 images of AI-
CSAM in a one-month period and that “there’s jubilation that fantasies 
can be made to order” among perpetrators.77 The IWF further reported 
AI-generated CSAM using images of known, real victims, “de-aging” of 
celebrities, AI-generated CSAM of celebrity children, nudifying of clothed 
children, and commercialization of all such material.78 In a July 2024 report, 
the IWF found that 90% of AI-CSAM images assessed by IWF analysts were 
“realistic enough to be assessed as pseudo-photographs of children. . . .”79 In 
addition, the proportion of material that was classified as the most severe, 
that is Category A (images depicting penetrative sexual activity; images 
involving sexual activity with an animal; or sadism), increased by 10 
percentage points. The IWF also reported that the first AI-CSAM videos are 
now circulating. 

 
Pedophiles are also accessing this material through mainstream platforms 
such as Patreon and using it to create “life-like images of child sexual abuse, 
including the rape of babies and toddlers.”80 The National Center for Missing 
and Exploited Children (NCMEC) has experienced roughly 450 reports of AI-
generated CSAM per month in the first quarter of this year.81 We note with 
deep grief that an estimated 300+ million children have been affected by 
online child sexual exploitation in the last 12 months.82 AI-generated CSAM 
throws gasoline on this already raging problem, both normalizing 
CSAM and making the identification of child victims exceedingly more 
difficult.  

 
These problems are nothing short of a hellscape—a hellscape of the AI 
sector’s making.  
 
It is against this backdrop of mammoth and out-of-control sexual 
exploitation generated and enflamed by AI that OpenAI says it is considering 
permitting the so-called “ethical” generation of “NSFW” material by its users!  
 
NCOSE, therefore, asks, is OpenAI unconcerned with the scope of damage 
that has already been unleashed on the world by the open, rushed, and 
unregulated release of AI?  
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Is OpenAI willfully blind to the raging and uncontained problems that 
generative AI has already unleashed? 
 
Is it not beneath OpenAI and its noble aspirations of bettering humanity to 
succumb to the demands of the basest users of AI technology?  
 
Is “NSFW” material the purpose to which OpenAI will devote the talents of 
its employees and the most powerful technology in the world?  

 

3. How “NSFW” Material (Hardcore Pornography of Adults) 
Creates Widescale Harm  
 
Evidence from peer-reviewed research demonstrates that consumption of “NSFW” 
material (i.e., mainstream, hardcore pornography depicting adults) is associated with an 
array of adverse impacts that exacerbate global public health concerns, including: 1) 
child sexual abuse and child sexual abuse material, 2) sexual violence, 3) sexually 
transmitted infections, 4) mental health harms, and 5) addiction-related brain 
changes.     
 

A.  Child Sexual Abuse and Child Sexual Abuse Material 
Child sexual abuse experts have explained:  

 
Lifetime exposure to child sexual abuse (CSA) and other forms of sexual 
harm (e.g., sexual exposure, sexual harassment, and Internet sex talk) 
affects approximately 10% of a nationally representative sample of U.S. 
children aged 0–17 years, including 12% of girls and nearly 8% of boys. 
Such exposure significantly increases the likelihood of subsequent 
sexual and nonsexual revictimization for boys and girls and 
subsequent sexual offending for boys. 

 
CSA is among 24 global risk factors identified by the World Health 
Organization that substantively affect the global burden of disease, 
contributing an estimated 0.6% to the global burden of disease, or 9 
million years of healthy life lost.83 

 
It is vital to add to this fact that the production of CSAM, by its very nature, 
involves child sexual abuse and exploitation of real children. Reports of CSAM 
have grown exponentially in recent years, with 3,000 reports in 1998 growing to 
more than 1 million in 2014 to 18.4 million in 2018—those reports included more 
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than 45 million images and videosxiv flagged as child sexual abuse.84 The New York 
Times called it an “almost unfathomable” increase in criminal behavior.85 

 
Hardcore pornography depicting adults or sexually explicit “NSFW” material 
exacerbates these staggering problems via the process of desensitization and 
escalation.   
 
Desensitization and Escalation from Hardcore Pornography to CSAM and 
Contact Offenses 

 
▪ A study of general Internet users assessed if a person’s “age of onset” of “adult” 

pornography use was a risk factor for future use of “deviant pornography” 
(i.e., child and/or animal pornography). A survey of 630 subjects found that 
individuals who engaged in adult pornography use at a younger age were 
more likely to transition to deviant pornography use, demonstrating 
desensitization to adult pornography over time. Those using both adult 
and deviant pornography were twice as likely to report age of onset 
between 12 and 18 years of age than those who only used adult 
pornography. No respondents reported using only CSAM. This is indicative 
of a Guttman-like progressionxv in which individuals who consume CSAM also 
consume other forms of both deviant and nondeviant pornography, with 
CSAM use being more likely to occur after “nondeviant” pornography use.86 

 
▪ Similarly, a study of a general population of Internet users, using a different 

sampling method, replicated the study above, found that those who reported 

the use of CSAM were more likely to consume both adult and animal 

pornography rather than solely consuming CSAM.  Additionally, 41% of those 

who used adult and deviant pornography (i.e., child and/or animal 

pornography) reported first using pornography when under 16 years of 

age, compared to only 30% of those only using adult pornography. The 

study’s findings indicated a progression of pornography use in which deviant 

pornography use is more likely to occur after the use of nondeviant adult 

pornography. The researchers explained, “Preliminary findings suggest that 

deviant pornography use, specifically child pornography, may follow a 

Guttman-like progression for some individuals in that they become 

desensitized and progress from nondeviant forms of pornography to 

more extreme genres”87 (emphasis added). Several additional studies 

 
xiv We do not assert that all 45 million images are of individual children, recognizing that multiple images of a 
single child are often produced, or that all 45 million images are of “new” material as older CSAM is collected 
and traded among pedophiles and other collectors. Nevertheless, some of this vast quantity of material 
doubtlessly represents previously undocumented crimes of sexual abuse of children.  
xv Guttman scales measure progressively higher levels of attributes. “For example, a series of interview 
questions might ask, “Do you smoke?” “Do you smoke more than 10 cigarettes a day?” “Do you smoke more 
than a pack a day?” and so on” (Robert F. DeVellis, Scale Development: Theory and Applications, Second Edition, 
(Thousand Oaks: CA, Sage Publications, 2003), p. 73.  
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provide evidence that mainstream pornography serves as a gateway to CSAM 

use for some individuals.88  
 
▪ Researchers investigating the histories of child pornographyxvi offenders 

found that 63% of contact offenders (i.e., those who had also engaged in 
physical sexual abuse of minors) and 42% of non-contact offenders 
(exclusively online offenders) traded adult pornography online. In addition, 
40% of contact offenders and 38% of non-contact offenders paid for 
adult pornography online. Contact offenders spent more time per week (12 
hours per week) than non-contact offenders (7 hours per week) viewing adult 
pornography and pornography in general (24 hours per week vs 18 hours per 
week). Contact offenders were more likely to use the internet to locate 
potential sexual abuse victims and to engage in grooming by sending both 
child and adult pornography to potential victims.89 
 

▪ An analysis of data (i.e., images and metadata) extracted from the hard drives 
of 40 individuals convicted of possession of child pornography between 2004 
and 2012 revealed that the most prevalent pattern was a progressive 
decrease in the age of the person depicted and a progressive increase in 
the severity of the sexual acts. All the child pornography collections 
examined also included mainstream pornography content. The results 
also indicated that child pornography offenders may have more deviant sexual 
interests than offline offenders because online offenders are able to explore a 
wider range of sexual interests.90 

 
▪ In a survey of 434 men involved in online sexual activities (OSA), by far the 

most common activity was viewing pornography (99%). The same survey 
found that 49% of men searched for or were involved in OSA, which 
previously did not interest them or which they previously found 
disgusting.91   
 

▪ Additionally, a 2014 voxel-based morphometry and fMRI study conducted by 
researchers at the Max Plank Institute found that nonaddictive levels of 
pornography use are characterized by novelty-seeking conditioning and 
habituation to sexual stimuli, meaning users may need more novel and 
extreme content over time to achieve the same level of sexual arousal.92  

 
The potential for desensitization of users to so-called “vanilla,” hardcore 
pornography so that they seek harder and more extreme material is extremely 
concerning, considering how many people now consume pornography. The table 
below provides a window into the staggering amount of pornography 
consumption occurring around the world. Billions of people are consuming 
pornography monthly. If only a fraction of these individuals migrates to child 

 
xvi “Child pornography” is the legal term for child sexual abuse material.  
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sexual abuse material, it will (and, indeed, already has) result in a tsunami of 
individuals seeking CSAM. 
 

Table 1: World’s Top Pornography Tube Site Platforms by  

Global Web Traffic93 

November 2023 – January 2024 

 
 Global 

Web 

Traffic 

Share 

Monthly 

Visits 

Monthly 

Unique 

Visitors 

Combined Rank 

of Monthly and 

Unique Visits 

Year Founded 

XVideos 11th 2.632 B 346.6 M 9th 2007 

Pornhub 14th 2.228 B 344.6 M 13th 2007 

XNXX 15th 2.180 B 273.4 M 10th 2007 

xHamster 24th 1.398 B 337.6 M 21st 2007 

 
In summary, evidence firmly indicates that the use of mainstream, hardcore 
pornography, especially at younger ages, is a risk factor for escalation to the use 
of CSAM.  The use of CSAM is also linked to hands-on offenses against children.94 
Thus, mainstream hardcore pornography is a significant contributing factor to 
this massive public health concern.  

 

B.   Sexual Violence 
An estimated 736 million women have experienced either physical or sexual 
violence, or both forms of violence, at least once in their lifetimes.95 The World 
Health Organization reports that sexual violence results in a 2.2 times greater risk 
of mental health and neurological disorders, 1.8 times greater risk of acquiring a 
communicable disease, 1.5 times greater risk for poor health-related quality of 
life, 1.5 times greater risk of health risk behaviors (e.g., substance abuse, alcohol 
abuse),96 and 5.2 times greater risk of subsequent violence victimization.97 
Mainstream, hardcore pornography deepens these problems. As elucidated 
below, mainstream, hardcore pornography not only depicts sexual violence but 
teaches that women enjoy it.  

 
▪ Multiple studies find increased sexual objectificationxvii of women by both men 

and women who consume pornography, be they adults or adolescents.98 This 
is noteworthy because “considerable research has shown that women 

 
xvii “Sexual objectification is characterized by the reduction of the female body to its physical appearance and 
the treatment of girls and women as bodies, such that their sexualized bodies or body parts are separated out 
from their personhood and commodified for others’ consumption or regarded as capable of representing the 
girls and women themselves.” From: Tomi-Ann Roberts, Rachel M. Calogero, and Sarah J. Gervais, 
“Objectification Theory: Continuing Contributions to Feminist Psychology,” in APA Handbook on the 
Psychology of Women Vol. 1 History, Theory, and Battlegrounds, eds. in chief, Cheryl B. Travis and Jacquelyn W. 
White (Washington, DC: American Psychological Association, 2018), 249.  
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portrayed in sexualized ways are denied subjectivity, agency, and qualities of 
personhood.”99 Dehumanization resulting from sexual objectification has 
serious implications for sexual violence, including, but not limited to, 
diminished view of a sexual assault survivor’s suffering, increased victim 
blaming, and diminished blame of rapists.100   
 

▪ A content analysis of 4009 heterosexual scenes from 3737 randomly selected 
videos from Pornhub and XVideos found that 45.1% of Pornhub and 35% of 
XVideos scenes contained at least one act of physical aggression against a 
woman or a man. Women were the targets of physically aggressive acts in 
96.7% of Pornhub and 96.8% of XVideos scenes containing physical 
aggression. Women responded with either pleasure or neutrality in 
97.4% of Pornhub and 92.7% of XVideos scenes containing sexual 
aggression.101  

 
▪ Researchers analyzed 131,738 pornography titlesxviii appearing on the 

landing pages of the three most popular online pornography websites in the 
United Kingdom (Pornhub, XVideos, and XHamster) over a period of six 
months during 2017-2018.102 The titles were analyzed for keywords 
indicating the following four broad categories of sexual violence: sexual 
activity between family members, aggression and assault, image-based sexual 
abuse, and coercive and exploitative sexual activity. One in every eight 
(12%) titles described activities that constitute sexual violence. By 
category, the most common form of sexual violence described was sexual 
activity between family members, followed by physical aggression and sexual 
assault, image-based sexual abuse, and coercive and exploitative sexual 
activity, respectively. It is important to recognize that children who access 
these sites are being exposed and socialized to sexual violence right from the 
start. Children using these sites are exposed to material served up to cater to 
a seasoned adult audience.  

 
▪ A 2022 survey found that 52% of 13- to 17-year-olds who had been exposed 

to pornography (73% of 1300+ sample) saw violent pornography, including 
choking (36%), someone in pain (37%), or depictions of what appeared to be 
rape (19%).103 Longitudinal research shows that childhood exposure to 
violent pornography predicts a nearly six-fold increase in self-reported 
sexually aggressive behavior later in life.104  

 
▪ A meta-analysis of 22 studies (cross-sectional and longitudinal) from seven 

countries documented increased physical and verbal aggression by both male 
and female pornography consumers, with consumption of violent 
pornography being an exacerbating factor.105 
 

 
xviii The original sample included 150,000 titles. Titles not communicating a sexual script (e.g., “share my vid 
please,” or with only the performers name or name of a production studio) were removed.  
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▪ Another meta-analysis of 59 studies of male adolescent sexual offendingxix 
found increased perpetration of sexual offenses by minors exposed to 
pornography.106  
 

▪ A national longitudinal study of sexual offenses (i.e., sexual harassment, 
coercive sex, and rape) among youth aged 10-21 years reported that, after 
controlling for potentially influential characteristics, current exposure to 
violent pornography was strongly associated with sexual violence 
perpetration.107 

 
▪ Exposure to pornography among adolescents is also linked to their physical 

and sexual victimization.108 Exposure to violent or rape pornography 
increases a child’s odds of experiencing sexual exploitation by nearly 
three times, as demonstrated by a meta-analysis of 37 studies, including 
a total of 67,453 participants.109 

 
Thus, mainstream hardcore pornography plays a significant role in fueling the 
public health issue of sexual violence.  

 

C.  Sexually Transmitted Infections 
We could put forward a variety of sexual behaviors portrayed in pornography that 
are known risk factors for acquiring sexually transmitted infections, but here we 
will address only the role of condom use and HIV. HIV has claimed the lives of 
an estimated 32.9 to 51.5 million people.110 There is no cure for those who 
become infected.111 It is also estimated that the promotion and consequent 
increase in condom use to abate its spread has resulted in about 117 million fewer 
HIV infections.112  

 
Ironically, condom use in the pornography industry is miniscule. Multiple content 
analyses of pornography have found that condom use ranges from 2 to 11%, and 
in one case, only 1 out of 45 videos.113 As one performer put it, “You either accept 
the fact that you’re going to do a scene without a condom, or accept the fact that 
you’re not doing a scene.”114  

 
In addition to the risk this poses to the health of pornography performers, the 
concern arises that consumers of pornography are socialized to reject condom use 
“as condomless sex is a rewarded behavior in pornography.”115 This concern has 
been affirmed by a meta-analysis including data from 18 countries and more 
than 35,000 participants, which found higher pornography consumption 
was associated with a higher likelihood of engaging in condomless sex.116 
Subsequent studies also support this finding117 and the association increases the 
more one perceives pornography as realistic.118  

 
xix The review included 3,855 male adolescents who had sexually offended: 13,393 non-offending male 
adolescents.  
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D.  Mental Health  
According to recent data from Mental Health America (MHA), 21% of adults are 
experiencing mental illness—more than 50 million Americans.119 MHA also 
reports that 16% of youth (aged 5 – 21) experienced a major depressive episode 
in the last year, and that 11.5% of youth, more than 2.7 million, are 
experiencing severe major depression.120 Further, “In the 10 years leading up 
to the [COVID-19] pandemic, feelings of persistent sadness and hopelessness—as 
well as suicidal thoughts and behaviors—increased by about 40% among young 
people, according to the Centers for Disease Control and Prevention’s (CDC) Youth 
Risk Behavior Surveillance System.”121 While many factors are contributing to this 
situation, once again, mainstream, hardcore pornography is a risk factor.  
 
▪ An Australian study of 941 persons aged 15 to 29 years found that 87% had 

ever viewed pornography. Compared to those with no recent mental health 
problems, those with recent mental health problems were more likely to 
be moderate to frequent pornography users. Those who first started 
viewing pornography at a younger age were also more likely to report 
experiencing a mental health problem within the past six months.122 

▪ In a cross-sectional study of 792 emerging adults from college campuses, 
researchers observed that higher pornography use was significantly 
associated with less self-worth and more depressive symptoms. This was 
consistent after controlling for age, religiosity, impulsivity, race, and parent’s 
marital status.123 

 
▪ Analysis of online survey data obtained from 1,539 German-speaking 

pornography users (73% male; 27% female) between 18 and 76 years old 
found that 5.9% (7.15% men; 2.61% women) reached a score on the Online 
Pornography Disorder Questionnaire indicating problematic pornography 
use.124 Participants with problematic pornography use scored 
significantly worse in every measure of psychological functioning 
considered, including somatization, obsessive-compulsive behavior, 
interpersonal sensitivity, depression, anxiety, hostility, phobic anxiety, 
paranoid ideation, and psychoticism. Furthermore, most results were 
elevated to a clinically relevant degree when compared to the general 
population. The study authors characterized the intensity of the problems 
experienced by problematic pornography users as “severe psychological 
distress.”125 

 
▪ In a study utilizing survey data of 1,501 children and adolescents (ages 10–17 

years), questions based on the nine criteria for major depression in the DSM 
IV were used to assess for depressive symptoms. Youth reporting five or more 
clinical features were categorized as reporting a high level of depression. The 
study reported that clinical features of major depression were more than two 
times greater among children and adolescents who reported seeking online 
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pornography. Specifically, 11% of youth who sought online pornography 
reported major depression compared to 4% among those who sought 
pornography offline and 5% who did not.126  

 

E. Addiction-related Brain Changes 
Finally, we come to the robust evidence that pornography induces addiction-
related changes to the brain’s structure and function. While there are more than 
sixty neurological studies that support the view that pornography consumption 
may result in behavioral addiction, and none to our knowledge falsify this claim, 
we provide findings from three notable studies on this topic. 
 
▪ Decreased Brain Matter in the Right Caudate of the Caudate Nucleus: A 

2014 fMRI study of 64 pornography users found that increased pornography 
use (i.e. pornography dosage) is linked to decreased grey matter in brain 
regions associated with motivation. A higher dosage of pornography 
consumption among even non-addicted, moderate pornography 
consumers was related to both greater gray matter volume loss and 
frontal connectivity deterioration. These changes involve regions of the 
brain associated with substance abuse disorders and may reflect changes in 
neural plasticity as a result of acute stimulation of the reward system.127  
 

▪ Novelty-Seeking and Conditioning: Using fMRI, a 2015 study from 
Cambridge compared the brains of those with compulsive sexual behavior to 
healthy volunteers. Researchers found that compulsive sexual behavior is 
characterized by novelty-seeking, conditioning, and habituation to sexual 
stimuli in males—meaning users need more extreme content over time in 
order to achieve the same level of arousal.128 

 
▪ Disassociation between “Wanting” and “Liking”: this double-blind, 

experimental study applied a popular theory of addiction to pornography use 
by comparing the brain responses of men with and without problematic 
pornography use (PPU).xx Men with PPU and compared to control subjects 
displayed similar reaction times to cues predicting monetary reward, but not 
cues predicting sexual reward. The shortest reaction times to sexual reward 
cues were observed among PPU subjects. The “bigger” the anticipated reward, 
the quicker their reaction times. This demonstrates their higher motivation to 
view sexual rewards than control subjects and provides support for incentive 
sensitization theory rather than general impairments of reward processing. 
Additionally, brain responses to sexual pictures in PPU men revealed a 
dissociation between measures of “wanting” and “liking” the sexual imagery 
but not in men without PPU, providing strong evidence that PPU may 
represent a behavioral addiction. This dissociation was significantly 

 
xx Men seeking treatment for PPU met criteria of “hypersexual disorder” and were without other psychiatric 
diagnoses. 
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correlated to the severity of the PPU subjects’ compulsive sexual behaviors, 
the amount of pornography consumed, and the frequency of masturbation 
reported.129 
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CONCLUSION 
 
More than 50 years ago, the Supreme Court of the United States recognized that there were 
multiple governmental interests in prohibiting obscenity (i.e., hardcore pornography). In 
Paris Adult Theatre I v. Slaton, 413 U.S. 49 (1973), the Court stated, “In particular, we hold 
that there are legitimate state interests at stake in stemming the tide of 
commercialized obscenity, even if it is feasible to enforce effective safeguards against 
exposure to juveniles and to passersby . . . These include the interest of the public in the 
quality of life and total community environment, the tone of commerce . . . and, 
possibly, the public safety itself (57-58).”130  (emphasis added) 
 
The developments of the past five decades soundly attest that it was right.  
 
Allowing AGI to further fuel child sexual abuse, image-based sexual abuse, and other forms 
of sexual abuse, violence, and exploitation is a grave misuse of the power and promise of AGI. 
In view of the U.S. Supreme Court and the body of evidence provided above, the National 
Center on Sexual Exploitation calls on OpenAI to recognize that its paramount 
responsibility is to safeguard the wellbeing of humanity from the unintended 
consequences of AGI and to rectify harms AGI has already thrust upon us. Specifically, 
OpenAI must acknowledge:  
 

▪ its responsibility as a frontier AI company to maintain the highest ethical standards 
and to protect human life and wellbeing 

▪ that failure to prioritize safety within the AI sector has already unleashed a tsunami 
of sexual harm upon thousands of individuals, the repercussions of which will last 
their lifetimes 

▪ the necessity of ensuring that AI pre-training and training data sets are thoroughly 
purged of all sexually explicit and exploitative material (i.e., hardcore pornography 
depicting adults, CSAM, IBSA, and AI-generated versions of such material) 

▪ that failure to remove all sexually explicit and exploitative material results in abuse-
trained models that normalize sexual exploitation and further exploit the exploited  

▪ that OpenAI’s partnership with Reddit is posed to replicate mistakes akin to those of 
Stability AI’s LAION 5b text-image model unless very robust measures are taken to 
filter out the massive quantities of hardcore pornography and sexual exploitation 
material in its data 

▪ that broad harms to public health are incurred and intensified by the widespread 
availability of hardcore pornography (i.e., “NSFW” material) on the Internet, and 

▪ the unqualified impossibility of the “ethical” generation of “NSFW” sexually explicit 
material by AGI. 
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OpenAI must also take the following immediate actions: 
 

▪ reestablish and empower its “Superalignment” group to prioritize safety and 
adherence to ethical practices  

▪ publicly release data regarding the provenance of its pre-training and training 
datasets and detailing its efforts to remove sexually explicit material 

▪ fix the deficiencies of CLIP and work with users of CLIP to ensure that resulting 
datasets are free from all sexually explicit material 

▪ launch robust efforts to ensure that all its existing pre-training and training datasets 
are thoroughly purged of hardcore pornography, CSAM, IBSA, as well as AI-generated 
versions of these materials 

▪ move immediately to ensure that datasets obtained from Reddit are robustly vetted 
and purged of all hardcore pornography and sexual exploitation material 

▪ review and update its Usage Policy and Approach to Frontier Risk to address the 
deficiencies raised above 

▪ quickly announce a decision to not allow the use of any OpenAI model or tool for the 
generation of “NSFW” material.  

 
A range of appalling sexual harms resulting from AGI are happening now. Failure to take the 
steps outlined above will allow these harms to proliferate, posing severe and intolerable 
risks to humanity. Thus, NCOSE, survivors, our allies, and all who hope for a world free from 
sexual abuse and exploitation look expectantly for OpenAI to act decisively to implement 
these and any other measures within its powers, to mitigate future risks, ameliorate current 
impacts, and stop further sexual abuse and exploitation facilitated by AGI.      
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APPENDIX A 

National Center on Sexual Exploitation Dirty Dozen List 2024: Reddit 
Notification Letter
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[Note: For remaining Reddit Letter endnotes see https://endsexualexploitation.org/wp-
content/uploads/Reddit-Notification-Letter_DDL-2024_FINAL.pdf.]  

https://endsexualexploitation.org/wp-content/uploads/Reddit-Notification-Letter_DDL-2024_FINAL.pdf
https://endsexualexploitation.org/wp-content/uploads/Reddit-Notification-Letter_DDL-2024_FINAL.pdf
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