
Cover Page: National Center on Sexual Exploitation’s Policy on Sharing Proof 

 

WARNING: The material in this document may contain graphic text, blurred images, and survivor quotes that may 

trigger the viewer.  

 

Why do we post proof publicly? 

NCOSE researchers have collected this proof as evidence of the material that is made, contained, and/or distributed by 

the corporations and institutions NCOSE is confronting.  

Proof is shared with corporate executives, shareholders, and/or board members, as well as with policymakers, law 

enforcement, journalists, and the general public to give witness to the sexual exploitation and abuse that is often 

rampant, yet sometimes hidden, on these platforms. 

 

Why do you blur out images, including faces, if they’re publicly available? 

While we believe it is important to provide ample evidence of wrong-doing to support our claims and inspire change, we 

also strongly believe that no one – neither adult, nor child – should be exposed to the type of material our researchers 

collect: either for their own well-being, or out of respect for those being exploited. It is for this reason we 

pixelate/blur/block not only nudity or sexually graphic content, but also the faces of those being exploited.  

We also want to limit access to this material (unfortunately, a luxury not afforded to children and adults using many of 

the platforms and products made by these companies). Therefore, we add several layers before someone can access the 

proof, and also don’t include all the proof that we have obtained. If someone feels they need to see more evidence to 

understand the extent of the problem or the type of exploitation that is happening, they may request it of NCOSE by 

writing to public@ncose.com. 

 

Did you receive people’s permission to post? 

Any personal testimony shared to NCOSE directly is posted only with the affected parties approval.  

 

For material that is publicly available, we do not seek permission to post. However, we redact names and usernames of 

survivors from articles, social media, etc. even when publicly available. To read more about our commitment to ethical 

engagement with survivors, please go here. We do not redact names or usernames of exploiters who have posted 

publicly. 

 

Disclaimer: While we do collect information on those who request access to more proof, that information will only be 

used for our own, internal analysis. It will not be distributed, shared, or posted publicly or with outside parties. 

 

 

 

mailto:public@ncose.com
https://endsexualexploitation.org/walking-alongside-survivors/
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Evidence of Exploitation on Snapchat 

Since its inception more than a decade ago, Snapchat has served as a hub for predators seeking to contact, 

groom, and abuse kids, as Snapchat’s very design of disappearing messages and secrecy make it an attractive 

platform to those who desire to harm children. In fact, when we ask law enforcement, survivors, lawyers, and 

other child online safety experts which platforms they believe are the most dangerous for children, without fail, 

Snapchat is named in the top three – and is often cited as the worst. 
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Child Sex Abuse Material Sharing and Sexually Explicit Interactions (including with adults) 

 

It is well-documented that Snapchat is one of the most popular – if not the most popular – app where children 

send sexually explicit images of themselves (a form of child sex abuse material) and where they have sexual 

interaction with adults. 

 #1 parent-reported platform for sharing of child-sex abuse material (Parents Together, April 2023) 

 #1 platform where most minors reported having an online sexual interaction  (Thorn Report, February 

2023) 

 #2 highest platform used for sextortion (Snapchat 38%, Instagram 42% – “by far the most frequently 

used social media environments where victims were targeted” – Canadian Centre for Child Protection, 

August 2022) 

 #3 for platforms on which minor users reported having a sexual experience with an adult (Thorn 

Report, February 2023) 

 #3 parent-reported platform for sexually explicit requests to children (Parents Together, April 2023) 

A simple Google Search will reveal multitudes of news stories related to grooming and child sex abuse on 

Snap, with some situations tragically leading to the death of the children victimized… 

Children like S.R. who became addicted to Snapchat at the age of nine. By the age of eleven, S.R.’s feverish 

engagement on Snapchat had escalated to her regularly talking with older men and sending them sexually 

explicit images of herself.  

The explicit images, which were child sexual abuse material (CSAM), were shared publicly. They were seen by 

people in S.R.’s school, leading to her being severely bullied.  

S.R. fell into depression. And eventually, this young girl committed suicide.  

 

 

https://www.cbc.ca/news/canada/london/child-luring-and-exploitation-through-snapchat-is-on-the-rise-here-s-what-you-should-look-out-for-1.6722978#:~:text=on%20the%20rise.-,Here's%20what%20you%20should%20look%20out%20for,of%20the%20COVID%2D19%20pandemic.
https://www.cbc.ca/news/canada/london/child-luring-and-exploitation-through-snapchat-is-on-the-rise-here-s-what-you-should-look-out-for-1.6722978#:~:text=on%20the%20rise.-,Here's%20what%20you%20should%20look%20out%20for,of%20the%20COVID%2D19%20pandemic.
https://parentstogetheraction.org/wp-content/uploads/2023/03/PT_PDF_final-2.pdf
https://info.thorn.org/hubfs/Research/Thorn_ROT_Monitoring_2021.pdf
https://www.protectchildren.ca/en/press-and-media/news-releases/2022/sextortion-data-analysis
https://info.thorn.org/hubfs/Research/Thorn_ROT_Monitoring_2021.pdf
https://parentstogetheraction.org/wp-content/uploads/2023/03/PT_PDF_final-2.pdf
https://socialmediavictims.org/snapchat-lawsuit/
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A small sample of recent news stories regarding child sex abuse and exploitation and CSAM-sharing on 

Snapchat: 

• Sex Offender Sentenced to 25 Years in Federal Prison for Child Pornography Offense (Department of 

Justice, April 2023) 

• Windsor Locks man pleads guilty of child exploitation; Victimized teens on Snapchat (Fox 61 - 

Connecticut, April 2023) 

• Convicted felon admits he used Snapchat to distribute child pornography  (Nj.com – New 

Jersey, April 2023) 

• Disappearing Snapchat messages complicate Sumner High School sex abuse investigation (Seattle Times – Washington 

State, April 2023) 

• Man used teen’s Snapchat account to lure younger girl, sexually assault her, police say (KSL – Utah, 

March 2023) 

• Indianapolis Man Sentenced to over 12 Years in Federal Prison for Sharing Child Sexual Abuse 

Material Via Snapchat (Department of Justice - Indiana, March 2023)  

• Snapchat Predator Is Sentenced To 17.5 Years In Prison For Distribution Of Child Pornography 

(Department of Justice – North Carolina, March 2023) 

• Man caught with more than 100 explicit images of children (The Northern Advocate – New Zealand, 

March 2023) 

• Horrific images of child abuse shared on Snapchat as one victim says she was left 'sick with fear' (Birmingham UK, 

February 2023) 

• Child luring and exploitation through Snapchat is on the rise. Here's what you should look out for (CBC 

News, January 2023) 

Exposure to Sexually Explicit Content, Including Prostitution and Pornography Sites 

Despite having made some improvements throughout the years to limit rampant pornography, sexually explicit 

content is still easily found on and through Snapchat – including in the more “public” and curated areas 

Spotlight and Stories. In fact, two recent studies noted Snap to be a go-to place for teen’s accessing 

pornography and sexually explicit content:   

 Second most popular social media platform (excluding Twitter and dedicated pornography sites) where 

children were “most likely to have seen pornography” (UK Children’s Commissioner, January 2023) 

 Platform that had among the highest rates of parent-reported exposure to inappropriate sexual content 

(Parents Together, April 2023) 

Often times the pornographic videos and images are used as a way to promote various forms of commercial sex,  

leading users – including minors – directly to prostitution sites and accounts. However, users also post very 

graphic sexually explicit content not only in Snaps, but in thier “stories” as well. This content is not blocked 

with the Content Controls available through Snap’s Family Center. 

 

The following proof was collected using a fake account set at age 15 and 16. This content is also pushed to 13 

and 14 year olds. 

/Users/linanealon/.webedit/Y0WOF9/Sex%20Offender%20Sentenced%20to%2025%20Years%20in%20Federal%20Prison%20for%20Child%20Pornography%20Offense
https://www.fox61.com/article/news/local/hartford-county/glastonbury/windsor-locks-man-guilty-of-child-exploitation-victimized-teens-snapchat/520-7d6f0cfa-7e0c-4916-9bbe-f14372c3e4ce
https://www.nj.com/atlantic/2023/04/convicted-felon-admits-he-used-snapchat-to-distribute-child-pornography.html
https://www.seattletimes.com/seattle-news/times-watchdog/allegations-of-sexual-abuse-stacking-up-against-ousted-sumner-coach/
https://ksltv.com/533383/man-used-teens-snapchat-account-to-lure-younger-girl-sexually-assault-her-police-say/
https://www.justice.gov/usao-sdin/pr/indianapolis-man-sentenced-over-12-years-federal-prison-sharing-child-sexual-abuse
https://www.justice.gov/usao-sdin/pr/indianapolis-man-sentenced-over-12-years-federal-prison-sharing-child-sexual-abuse
https://www.justice.gov/usao-wdnc/pr/snapchat-predator-sentenced-175-years-prison-distribution-child-pornography
https://www.nzherald.co.nz/northern-advocate/news/man-caught-with-more-than-100-explicit-images-of-children-avoids-sex-offender-register/AZADTY4FVBCIBOVGJDE3XVPAB4/
r
https://www.cbc.ca/news/canada/london/child-luring-and-exploitation-through-snapchat-is-on-the-rise-here-s-what-you-should-look-out-for-1.6722978
https://assets.childrenscommissioner.gov.uk/wpuploads/2023/02/cc-a-lot-of-it-is-actually-just-abuse-young-people-and-pornography-updated.pdf
https://parentstogetheraction.org/wp-content/uploads/2023/03/PT_PDF_final-2.pdf
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The user below is clearly an adult male and his username is common slang for an older man who provides 

younger women with weed in exchange for sex. His Story, which contained multiple extremely graphic videos of 

intercourse, appeared in teen’s “Story area,” but not in sender’s public Stories profile (so parents would not be 

able to see the Story if they checked the adult account holder’s public profile).  
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Searches For Information and Resources on Sexual Exploitation Surface Sexual Exploitation and Graphic 

Content 

Snap’s Here For You section thankfully provides information and resources to users on pervasive harms on 

Snapchat such as bullying, suicide ideation, eating disorders, etc. Family Center resources are available for 

“mental health and other issues, including stress, anxiety, depression, drugs, bullying, suicidal thoughts, and 

much more.” In-app searches related to those topics point to additional resources. This is important given that 

research suggests that Gen Z is using apps like Snapchat, Instagram, and TikTok even more than Google 

Search. 

But there is next to no information related to sexual exploitation and abuse (we only found information when 

searching “sexual assault” and “rape.”) 

In fact, if a teenager is looking up issues related to sexual exploitation, perhaps trying to grapple with a possibly 

dangerous situation herself – this is what surfaces:  

https://www.nytimes.com/2022/09/16/technology/gen-z-tiktok-search-engine.html
https://www.nytimes.com/2022/09/16/technology/gen-z-tiktok-search-engine.html
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When researcher clicked Sex Without Climax (bottom 

option to the left), she was taken through a video by an 

OnlyFans creator who could only climax when 

masturbating. She describes in detail how she started 

masturbating at age 10 and was learning how to 

pleasure herself by watching pornography. She shares 

that it wasn’t until she started BDSM (Bondage and 

Discipline, Dominance and Submission, 

Sadomasochism and Masochism) that she could start 

climaxing. This “story” was interspersed with ads for 

Discover Card, Starbucks, Coach, Purdue University. 

Screenshots taken April 22, 2023 (different time stamp 

as viewed several times to capture different shots) 
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Getting these images and accounts when typing in “sex abuse” and other sexual crime searches could be 

extremely triggering to someone looking for resources if they were the victim of these types of crimes. 
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Nu-des6 (image on the right above) led to more prostitution sites with graphic pornography. 
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Deceptive Information to Caregivers Around Safety and Well-being 

Snap announced several safety measures in 2022. NCOSE has assessed and tested the primary changes 

Snapchat rolled out around improved child safety – in particular Family Center – and have found them 

to be grossly inadequate – and arguably even dangerous as they give parents and the public a false sense of 

safety, security, care, and concern for Snap’s young users.  

We’ve also noticed mutliple instances of misleading, inaccurate information from Snap to parents. 

We’ve taken several of Snapchat’s claims, screenshoted them below, and then included a small sampling of 

screenshots from fake teenage accounts (ages 15 and 16) set up by one of our researchers to test the accuracy of 

Snapchat’s statements. Below you will find examples taken from the teen account when unconnected to Family 

Center and also when the child account is connected to Family Center.  

Screenshots of Snap’s claims come from the Parent’s Guide section “Protections for Snapchatters Under 18.” 

 

 

 

 

 

Even MyAI admits Snap doesn’t offer 

resources on sexual exploitation and abuse 

– which are pervasive ON Snapchat – nor 

does it offer possible resources or 

organizations someone could turn to for 

help. 

https://assets.ctfassets.net/gqgsr8avay9x/53kgZIyFD6i4TbPpgzK5r2/4e679d035e89ebda2ab1b47e1c9f1428/20220728_SNAP_FamilyCenter_ParentsGuide.pdf
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Snap Tells Parents: 

 

 
 

Snap Shows Child:  

 
 

 

 

Snap Tells Parents: 

 

 

“Content” is very vague. Snap certainly does not age-gate Chat and Stories – where the most troubling, even 

criminal content thrives. Our teen accessed the “Story” below that showed a video of graphic sex on Friday, 

April 28 – a video that an adult man posted on Stories of him having intercourse (NOTE: this story was not 

visible on his public profile “Stories” section, but did show up in child’s “Stories” section – which parents are 

prevented from seeing even with Family Center). 
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Snap Shows Child: 

The user below is clearly an adult male and his username is common slang for an older man who provides 

younger women with weed in exchange for sex. His Story, which contained multiple extremely graphic videos of 

intercourse, appeared in teen’s “Story area,” but not in sender’s public Stories profile (so parents would not be 

able to see the Story if they checked the adult account holder’s public profile).  

   
 

Snap Tells Parents: 

 

  
 

Snap Shows Child:  

Here are some more apparently age-gated and vetted content that the teen was served within minutes of 

opening Stories and Spotlight (these are some of the most benign images). 
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Notice that the video was taken from TikTok (“stepbrother” proceeds to gyrate against her). 

 

  
 

At one point the girls on the left put their hands over their genitals. The boy is holding panties. The video on the 

right was or was supposed to look like she was having intercourse. 

We also have screenshots of:  

 A joke shared by a young girl asking what’s the difference between a girl and a mosquito … a mosquito 

will “stop sucking after you slap it.” 

 A young girl squirting a substance that looked like ejaculate into her mouth. 

 Graphic insinuation that a girl had used exercise equipment to masturbate. 
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 Video of a man looking like he’s masturbating in a fast-food kitchen (back to video, pants down) and 

then someone being handed a burger covered in what looks like ejaculate. 

 A close-up video of a man jiggling his private area while wearing short, loose shorts. 

Snap recently released Content Controls in Family Center so parents could theoretically block the “vetted” 

content like the videos above their children could access on Stories, Discover, and Spotlight.  

Snap Tells Parents: 

 

 
From Privacy and Safety Hub 

 

 
 

Snap Shows Child: 

 

Pornography performer brags about always wanting to have sex, having sex with a married man whose wife is 

disabled – the interviewers and interviewee proceeded to make a big joke about it. 

 

 

 

Note: All of the following screenshots are what a fake 

teenager accessed with Content Controls turned on by 

the parent account. We would argue the content below 

is even worse and potentially more harmful than the 

content shared above (that was accessed without the 

Content Control feature turned on). And of course, 

parents can’t see ANY of the content their child is 

viewing through Family Center. 

 

All screenshots taken the week of April 17, 2023, a 

month after Content Controls were released. 
 

https://values.snap.com/news/introducing-content-controls-on-family-center
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More pornography performers were interviewed, discussing how great it is to sell sex on OnlyFans and then 

using bottles to compare and discuss men’s genitals in explicit detail: 

   

One of countless accounts selling sex (additional screenshots not posted here show masturbation videos and 

advertising for OnlyFans): 
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Long video by a woman encouraging viewer to become a topless maid, that they can make a lot of money doing 

so (remember, this is what young teens are seeing). This woman shares that she started prostituting at age 17.  

   

More propaganda about how much money can be made as a stripper and prostituting oneself. 
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Snap Tells Parents: 

 
 

Snap Tells Children: 
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Children can toggle off several settings, in effect making their account quite public. We have asked several 

parents what they think banning public profiles for people under 18 means, and they believed it meant their 

children couldn’t be contacted by strangers – which of course is not the case. And remember, Snap tells kids 

they don’t have to be friends with someone in order to chat. In the Family Center, parents can only see who 

their kids sent a message to – not who has sent a message to their teen. 

 

 
 

Snap gives no indication of how many friends this actually means. Why not? Is one common friend enough to 

have a child be suggested to strangers?  

Also, “in limited instances” suggests there are other instances that a teen would show up as a “suggested friend” 

(other than having (a) mutual friend(s) in common.) What are those other instances?  

Oh, and children are able to toggle on “See Me in Quick Add”  and also  “Snap Map” – which we would argue 

definitely make teens discoverable.   

Family Center is Deeply Flawed and Deceptive 

You can read our more detailed blog outlining the flaws in Family Center, as well as this assessment by the 

Organization for Social Media Safety, Snapchat’s Family Center: A New Talking Point Not a Tool.  

In addition to what has been mentioned earlier, the following issues are highly problematic. 

 Parents can only see who their child sends a message to. (In testing we conducted in the fall, our kid 

account was able to chat with people they were not friends with and those chats did not show up in the 

https://endsexualexploitation.org/articles/snapchats-new-sensitive-content-controls-progress-or-pr-move/
https://www.socialmediasafety.org/blog/snapchat-family-center-review/
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Family Center parent dashboard. We shared that with Snap’s team as soon as Family Center was 

released, but have not been able to fully test to see if this has been fixed). There is no indicator that a 

child has received a message from someone else – that includes bots promoting prostitution or people 

sending sexually explicit images. 

MOST of the time, the names of users did not even show up on our researcher’s parent account. Compare the 

names on the child’s account (left) with what showed up on the Parent’s Account (right):   

 

 

 And even when names actually do appear on the parent dashboard, they don’t see the usernames of 

“Friends,” which may give the parents an indication that these are not “friends” they want their kids 

chatting with. 
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 And course parents can’t see the content of the Chats, they can’t see Stories or Spotlight, and Snap tells 

parents those are vetted and age-gated…. 

 

Dangerous and Risky Features, Such as MyAI 
 

Instead, of making their platform inherently safer, Snap continues to make risky features available and to roll 

out new products that clearly were not designed with children in mind (and even lie about them as evidenced 

here and here).  

 

The riskiest section of Snapchat, the Chat, has seen no substantive reform – or at least not any that have 

been announced publicly or that our researchers have noticed. And the evidence listed earlier in this letter 

supports this assessment. Chat, or the “Snaps,” are where children are most often harmed: it’s where the child 

sexual abuse material is captured and shared, it’s where the grooming and the sextortion happens. Snap could be 

taking basic, common sense measures like proactively blocking sexually explicit content being sent to and from 

minors. It could be blurring sexually explicit content sent to adults, something dating app Bumble has as a 

default.  

Other  risky features like Snap Map and Live Location, See Me in Quick Add, and My Eyes Only (which has 

been long called out by child safety advocates and police as a tool for keeping child sexual abuse material), 

continue to be available to minors. Why? We can only surmise that Snap leaves kids at risk because it’s 

profitable. (Click on hyperlinks to see articles warning about each features).  

In March 2023, Snap’s My AI was released without warning and was quickly exposed for giving advice to a 

researcher posing as a 13-year-old about how to have sex with a 31-year-old they met through Snapchat! Did 

Snap think that saying “sorry in advance” with a lengthy disclaimer somehow excused any potential harm to 

children by this experimental product that clearly wasn’t ready to be unleashed on minors? MyAI should NOT 

https://fortune.com/2023/04/21/snap-chat-my-ai-lies-location-data-a-i-ethics/
https://us-east-2.protection.sophos.com/?d=instagram.com&u=aHR0cHM6Ly9pbnN0YWdyYW0uY29tL3N0b3JpZXMvcHJvdGVjdHlvdW5nZXllcy8zMDkwNTUyNDIzNDc4ODQwOTMzP2lnc2hpZD1ZbU15TVRBMk0yWT0=&i=NjAzZmVlZDJjN2Q3YjMyMTA2M2E3Nzgz&t=bEpKK1hHdHdtVDhlbFA
https://endsexualexploitation.org/articles/bumble-woman-led-dating-app-receives-corporate-leadership-award/
http://www.duqsm.com/snapchats-new-live-location-feature-dangerous-or-genius/
https://screenrant.com/snapchat-quick-add-work-how-turn-it-off-can/
https://www.kidspot.com.au/parenting/teenager/cybersafety/the-snapchat-feature-that-all-parents-should-know-about/news-story/c13714ad7716762861b2fff6eb39bd1f
https://www.kidspot.com.au/parenting/teenager/cybersafety/the-snapchat-feature-that-all-parents-should-know-about/news-story/c13714ad7716762861b2fff6eb39bd1f
https://www.kwch.com/content/news/Officer-warns-parents-about-password-protected-album-in-Snapchat-app-560473231.html
https://www.washingtonpost.com/technology/2023/03/14/snapchat-myai/
https://www.washingtonpost.com/technology/2023/03/14/snapchat-myai/
https://arstechnica.com/information-technology/2023/02/sorry-in-advance-snapchat-warns-of-hallucinations-with-new-ai-conversation-bot/
https://endsexualexploitation.org/articles/snaps-dangerous-new-ai-risks-exposing-children-to-sexual-exploitation-and-abuse/
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be available to minors at all (a sentiment more and more parents are sharing). We will not go deep into all the 

problems and risks with MyAI – thankfully there’s a flurry of media attention around that currently. But we 

thought we’d share a few of the conversations our fake teenage researcher had with MyAI from April 19 – 29 

(these conversations were after Snap added so-called safeguards and thrust it onto everyone’s accounts without 

their consent) 

 

MyAI told our researcher posing as a teen that she is the only one who can decide when she should have sex. 

US Federal law sets the age of consent at 18, and most states have it set at 16 – 18. This advice came after the 

researcher had also told MyAI her parents believe she is too young to have sex. Why is MyAI giving teens 

advice that is illegal and in contradiction to parental guidance? 

 

 

MyAI also gave instructions to our “teen” on how to create a second account and lets them know parents will 

be unlikely to find out. While it encouraged the teen to not keep secrets, the answer to the main question had 

already been given. 

https://endsexualexploitation.org/articles/snaps-dangerous-new-ai-risks-exposing-children-to-sexual-exploitation-and-abuse/
https://www.cnn.com/2023/04/27/tech/snapchat-my-ai-concerns-wellness/index.html?mkt_tok=ODUwLVRBQS01MTEAAAGLZsDSYIqOQz6Q6FTFY34zV97lb9sqSvP1pExqrVYBWPCatgsqPUPAqtFgzAL_1SQvCgHbH6NpvDVZo2wB48CkiT8XVRqj1zuclZybFa7v_QBy
https://techcrunch.com/2023/04/05/snapchat-adds-new-safeguards-around-its-ai-chatbot/
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When chatting with MyAI asking about safety on Snap, researchers asked about lawsuits, starting with the 

lawsuit brought by parents whose children died in a car crash because they were trying to impress friends with 

the Speed Filter. The researcher then asked about grooming lawsuits (there are several). Interesting response: 

 

 

 

Though MyAI has been proven by many 

people to lie about various things, looks 

like it got some things right (though 

sextortion and grooming should be added 

to the list) 

 
 

https://pittsburgh.legalexaminer.com/transportation/plaintiffs-blame-snapchat-speed-filter-app-for-deadly-car-accident/
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Privileged Kids Have More Protections on Snapchat 
Instead of making Snapchat inherently safer by turning all the highest safety settings on by default, removing 

risky features, and making all safety tools available to all minors, Snap shifted most of the burden onto already 

overwhelmed caregivers by releasing Family Center (a tool we have determined is largely ineffective). 

Available safety features are not even defaulted in Family Center, so parents need to turn them on. Perhaps 

most inexplicably, the safety features offered in Family Center (like Content Controls) are not offered to 

all minors (even kids linked to Family Center need their parents to turn on safety features). So it’s the kids who 

have the privilege of involved, informed, tech-savvy parents…or any parents at all (the ones least likely at 

risk to begin with) that get most protections on Snap. 
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